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Abstract. Nowadays, the process of data mining is one of the most important
topics in scientific and business problems. There is a huge amount of data that
can help to solve many of these problems. However, data is geographically
distributed in various locations and belongs to several organizations. Further-
more, it is stored in different kind of systems and it is represented in many
formats. In this paper, different techniques have been studied to make easier
the data mining process in a distributed environment. Our approach proposes
the use of grid to improve the data mining process due to the features of this
kind of systems. In addition, we show a flexible architecture that allows data
mining applications to be dynamically configured according to their needs. This
architecture is made up of generic, data grid and specific data mining grid services.

Keywords: Data Mining, Grid Computing, Data Grid, Distributed Data Mining,
Data Mining Grid.

1 Introduction

Data mining is characterized to be a complex process. There are two main characteristics
that highlight this complexity. First, there are many non-trivial tasks involved in a stan-
dard data mining process. These tasks involve different activities like data preprocessing,
rule induction, model validation and result presentation. A second determinant factor of
data mining problems is the volume of the datasets they deal with.
Modern data mining systems are state-of-the-art applications that use advanced dis-
tributed technologies like CORBA, DCOM or Java-oriented platforms (EJB, Jini and
RMI) to distribute data mining operations on a cluster of workstations or even all over
the Internet. Distribution is a very important ally in the resolution of data mining prob-
lems. There are two main reasons to distribute data mining: (i) On the one hand, the
efficient use of multiple processors to speed up the execution of heavy data mining tasks
and (ii) On the other, there is originally distributed data that cannot be integrated into a
single database due to technical or privacy restrictions.
The requirements of high performance data mining have been studied by some re-
searchers. Maniatty, Zaki and others [26,38] collected the most important technological
factors both hardware and software for data mining. Hardware support for redundant
disks (RAID) and processor configurations (SMP computers and NUMA architectures)
are mentioned. Within software contributions, parallel/distributed databases, parallel I/O
and file systems are identified as appropriate data storages. Additional factors such as
communication technologies like MPI (Message Passing Interface), CORBA, RMI or
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RPC are also important features. Data Space Transfer Protocol (DSTP) [2] is an example
of specific communication protocol for distributed data mining.
The studies of different algorithms approaches like Provost [29] analyzed two main
parallel and distributed schemas (fine-grain and coarse-grain) and their application to
distributed data mining problems. Krishnaswamy defined cost models for distributed
data mining [25]. Joshi et al. [17] provided an overview of different parallel algorithms
for both association and classification rules.Another overviews can be found on: Kamath
and Musick [18], Kargupta and Chan [21,20], Provost and Kolluri [30] and Zaki [35].
These survey contributions are worthwhile to understand the different solutions patterns
adopted when a distributed data mining algorithm is designed and also to evaluate the
results obtained.

Nevertheless, all these needs are not met by traditional and homogeneous distributed
systems. Grid computing has emerged as a new technology, whose main challenge is
the complete integration of heterogeneous computing systems and data resources with
the aim of providing a global computing space [8]. We consider that grid provides a new
framework in which data mining applications can be sucessfully deployed.

The paper is organized as follows. First, we present a overview of distributed data
mining. Then, we analyze the requirements of these systems. Section 4 describes the
current state of grid technology and its relation with data management. In Section 5,
a new flexible and vertical architecture is proposed for data mining grid. Finally, we
conclude with some remarks and the ongoing and future work.

2 Distributed Data Mining

Data mining evolution has outlined the development of new contributions in any of the
following two lines: (i) New algorithms, theoretical models or data mining techniques
and (ii) Technological and design research for new data mining systems and architectures.
The same can be asserted for distributed data mining topic. New distributed algorithms,
derived from the original centralized versions, have been developed. Some examples
are distributed or parallel algorithms for association rules [33], classification rules [34],
sequence patterns [36] or clustering algorithms [19]. The second research line is also
very important because it deals with the efficient use of computational resources as well
as with technical issues related to communication, synchronization, scheduling and so
on. The behavior of data mining processing has specific usage patterns in terms of these
technical aspects. These patterns have to be studied to design efficient distributed data
mining systems.
There are many important advances of commercial products for data mining like IBM’s
Intelligent Miner [15], Clementine [32] from ISL/SPSS or SGI’s MineSet [24] and
others1. But there are only few commercial data mining systems that provide distributed
data analysis at the present moment. A distributed version of Clementine [16] is the most
representative example.

Distributed Data Mining Systems (DDM) is an innovative topic and currently only
experimental system implementations are under development.

1 An extended list of free and commercial data mining system can be found at
http://www.kdnuggets.com/software
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JAM (Java Agent for Meta-learning) [28] is an architecture developed at University
of Columbia. JAM has been developed to gather information from sparse data sources
and induce a global classification model. JAM technology is based on the meta-learning
technique. Meta-learning makes it possible to build partial models. These partial models
are combined in a global model using the meta-learning formal support. JAM system
induces local models from different locations called, datasites. These models are ex-
changed among the datasites in order to combine them in a common model. The basic
elements of JAM architecture are learning agents and meta-classifiers that are placed
at each of the datasites to perform local tasks and to communicate the models between
nodes. JAM system is a very interesting approach for distributed classification but this
approach is not easy to translate into other data mining tasks and queries.

PADMA system [22] is being developed in Los Alamos National Laboratory.
PADMA is a document analysis tool working on a distributed environment. The ba-
sic elements of this architecture are cooperative agents that analyze the text, interact
with other agents and show the results to the user. PADMA system works without any
relational database underneath. Instead, there are PADMA agents that perform several
relational operations (for example join or selection) with the information extracted from
the documents. PADMA system has been developed by using C++ and MPI interface.
Documents are stored on an PPFS [14] file system.
Database integration is the key feature of PADMA system. The internal implementation
of basic relational operations works tightly-coupled with the data analysis functions.

Papyrus [11] is a distributed data mining system developed by the University of
Chicago, Illinois and the National Data Mining Center. Papyrus is able to mine distributed
data sources on a WAN network scenario. Papyrus system uses meta-clusters to generate
local models which are exchanged to generate a global model. The idea is founded on a
theory similar to JAM system. Although JAM and Papyrus have common features, the
second is a more advanced architecture in two senses: (i) It uses a formalized model
representation language (PMML ) to exchange local models, (ii) Data is managed by an
efficient multi-layer storage system called Osiris which is an evolution from a persistent
object library named PTool. Papyrus has been programmed over an Agent environment
called Best which has been implemented in Agent-Tcl, an extended version of the script
language Tcl. Additional features, like VRML presentation of results are also supported.
Papyrus is a high performance system for distributed data mining, but it is also restricted
(like JAM) to a subset of all the possible data mining queries. Its main contribution is
the inclusion of a specialized data access system optimized for data mining tasks.

Kensington [23] was originally developed as a research project at London Imperial
College and it is currently supported as a commercial tool. Kensington architecture is
based on a distributed component environment located at different nodes on a generic
network, like the Internet. Kensington provides three kind of components: (i) User ori-
ented components, (ii) Application servers and (iii) Third level servers. The first group
interacts with the user getting commands from him and showing the results. The appli-
cation servers handle persistent objects, control sessions, schedule tasks and, in general,
they manage the overall data analysis processes. The third level servers perform massive
computation tasks, by retrieving data from the databases and processing them in high
performance computation clusters (HPCs).
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Kensington system has been developed using open technologies like EJB (Enterprise
Java Beans) and CORBA. For HPCs tasks and algorithm implementations C code and
MPI (Message Passing Interface) have been used. Nevertheless, DDM Systems require
a new scenario in order to fulfill their requirements. Next section talks about these needs.

3 What Actually Does DDM Need?

This contribution comes as a result of the analysis, mentioned above, of technologi-
cal features highlighted by Zaki and Maniatty as well as the study of many different
distributed algorithms patterns. Distributed data mining, although is not completely dif-
ferent from the traditional distributed processing problems, it has special characteristics
to bear in mind. The support of many algorithm patterns is the key feature to ensure
the extensibility of new open DDM systems. Every existing and new algorithm has a
specific combination of the following features:

– Data partitioning schema: Vertical vs Horizontal.
– Communication primitive: One-to-one, one-to-many or different variations.
– Synchronization and control aspects: From centralized to distributed control.
– Granularity and load balancing criteria.
– Sub–algorithm scope: local vs global.
– Sub–algorithm distribution: independent vs centralized.

Many other characteristics may also be included in the list. These are not only fea-
tures of association, classification and clustering algorithms. Pre-processing tasks like
data cleaning, attribute discretization, concept generalization and others should also be
performed in parallel in the same way knowledge extraction algorithms do.

DDM systems must keep the existing features of the current centralized versions.
The most important characteristic is the support for the complete KDD process: pre-
processing, data mining and post-processing. The additional features either inherited
from the centralized version or distributed specific are the following:

– For data mining operations, general purpose DBMS are less efficient than flat files
[27], but they don’t provide any data management features (e.g. relational opera-
tions). Specialized database managers are required (specially on a distributed envi-
ronment). Relational and mining operations must be integrated and defined at the
same level.

– State-of-the-art trends and high-performance technologies are very useful tools and
become necessary when interoperable and efficient systems are designed. Open ar-
chitectures like CORBA are oriented towards system interoperability with different
scenarios, most of the private LAN networks, but scalability is an important trend
to be achieved. Grid Computing provides these extreme parallelization features.

– Factors like the inclusion of algorithms, changes on system topology, different user
privileges or system load restrictions have a deep impact in the overall performance
of the system. Important decisions like task scheduling, resource management or
partition schema should be tuned again almost every time one of these factors is
modified.
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Nowadays, there is no a universal strategy to configure a distributed data mining
environment to be optimal in the resolution of every query. As an alternative, our con-
tribution presents an appropriate support for multiple optimization and configuration
strategies. Control policies may be changed, even while the system is running, to con-
figure and optimize the performance of the system.
Although much effort has been addressed on the development of efficient distributed
algorithms for data mining this is not the only way to outperform existing data mining
solutions. Although the specific distributed implementation of a rule induction algorithm
plays an important role, distribution schema, task scheduling and resource management
are also key factors.
We consider that there is no global mechanism to evaluate all these factors before the ac-
tual system is running in a real environment. Resource management strategies, even data
mining-oriented (Bestavros [4]), are too restrictive to provide an effective performance
in multiple different circumstances.

Grid Computing services constitute a flexible manner of tackling the data mining
needs. These services are described in next section.

4 Grid Computing

Grid Computing takes advantage of the low-load periods of all the computers connected
to a network, making possible resource sharing. Grid environments differ substantially
from conventional and parallel computing systems in their performance, cost, availability
and security features. Different grid services are used with the aim of managing these
characteristics. This section describes some of the most important grid services related
to the DDM requirements, previously defined.

4.1 Job Scheduling and Planning

Schopf in [31] defines Grid Scheduling like a process involving resources over multiple
administrative domains. The concept of scheduling in a grid environment involves the
acquiring resources, the matching jobs to resources, the managing data and the monitor-
ing progress of a job in the environment. In short, Grid Scheduling determines, reserves
and allocates the resources of a Grid that are required for a job execution.

In order to do this, it is important to know the job requirements, such as the time as-
signment, required resources, data and software tools, network use and costs. By knowing
these requirements, it is possible to plan a job. This process involves parsing the sub-
mitted job request, checking static information about available resources, pre-selecting
resources, querying dynamic information of the resources, generating the schedule and
delegating such job for its running.

The Grid Scheduling Architecture Research Group (GSA-RG) [12] of the GGF
(Global Grid Forum) defines the Grid Scheduler Architecture (GSA). GSA allows co-
operation between Local Resource Management Systems (LRMS) and other Grid Ser-
vices such as Index Services and Monitoring and Discovery Services to facilitate the
brokering decisions based on more knowledge about the system.
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There are several schedulers with different capabilities. Some of the most impor-
tants are the following: PBS (Portable Batch System) [3], which controls the beginning
of the scheduling of batch jobs and gets routing these jobs between different hosts;
SGE (Sun Grid Engine) [13] provides batch queueing, load balancing, job statistics,
user-specifiable resources and suspending and resuming jobs; Condor [7] supplies job
queueing mechanism, scheduling policy, priority scheme and resource monitoring and
management.

4.2 Data Grids

According to Chervenak et al. in [6] the access to distributed data is as important as
access to distributed computational resources.Above all since many distributed scientific
applications and, in our case, data mining applications require access to huge amounts
of data. The volume of this analized data is measured in terabytes and petabytes.

One of the major goals of grid technology is to provide efficient access to data. Grids
provide access to distributed computing and data resources, allowing data-intensive
applications to improve significantly data access, management and analysis. Grid sys-
tems responsible for tackling and managing large amounts of data in geographically
distributed environments are usually named data grids.

Data grids require the use of data sources, which are facilities that may accept or
provide data [1]. These sources are composed of four components: (i) Storage systems,
which include several file systems, caches, databases, and directory services, (ii) Data
types, which include files, relational databases, XML databases and others, (iii) Data
models, that is, different databases schemas, and (iv) Access mechanisms, which include
file-system operations, SQL, XQuery, or XPath. Data grids must manage all these com-
ponent in a dynamic fashion. Furthermore, generic data management systems involve
more challenges. The most important ones are two:

1. All the layers of the grid infrastructure are characterized by their heterogeneity. This
includes storage systems, computing systems, data access mechanisms and policies.
Heterogeneity does not only affect to the infrastructure, but always to the data itself.
Different kind of data formats and data from heterogeneous sources contribute to
make more difficult an efficient data management.

2. This infrastructure must be able to tackle huge volumes of data, from terabytes to
petabytes.

4.3 Access Restrictions and Control Policies

Foster defines in [8] a grid like “coordinate resources that aren’t subject to centralized
control”. If there isn’t a centralized control and the resources are distributed in a wide
area network crossing organizational boundaries, resources could be accessed by a lot
of different organizations and it will be necessary to control the accesses to the re-
sources. This is the reason why security is one of the most important aspects in the Grid
technology.

In [9] the concept of Virtual Organization (VO) is defined and shows the boundaries
between the VOs. It must be made sure that only certain organizations or users can
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access certain resources, and especially that they are really who they claim that they
are. In addition, the Grid Security Infrastructure (GSI) must transparently interact with
common remote access tools, such as remote login, remote file access, and programming
libraries like MPI.

GSI is based on public-key cryptography, and therefore can be configured to guar-
antee privacy, integrity, and authentication. But, it is advisable to take into account that,
depending of the application, it may be interesting to minimize the cost of the security
disabling the integrity and privacy features. Furthermore, GSI supports authorization in
both the server-side and the client-side with different authorization options.

5 DMG: Data Mining Grid

Data mining is often used in commercial and business applications. There are significant
examples of this scenario: data mining is used in the financial field for detecting several
kind of frauds, or in entreprises applications with the aim of detecting trends and patterns
in purchasing behaviors.

Respect to data grids, they are more adapted to scientific applications, where the
total volume of data tends to be higher than that of business applications. Data mining
applications also demand new alternatives in the field of discovery, data placement,
scheduling, resource management, and transactional systems, among others. This is due
in part to the following reasons:

– It is required to access to multiple databases and data holders, in general, because
no single database is able to hold all data required by an application.

– In a generic scenario, multiple databases do not belong to the same institution and
are not situated at the same location, but geographically distributed.

– For increasing the performance of some steps of the data mining process, it is possible
to use local copies of the whole dataset or subsets.

– Business databases or datasets may be updated frequently, which implies replication
and coherency problems.

Additionally, generic data management systems, and particularly data mining grids,
involve a great number of challenges, defined in Section 4.2.

Current proposals do not address all these requirements through a general and com-
plete solution. Thus, it is fundamental to define an infrastructure that provides basic and
advanced data services for data mining applications, taking into account their peculiari-
ties. Following these guidelines, we propose to define an infrastructure that include these
components at least:

– Coupling data sources, which can be dynamically installed and configured. This
characteristic makes easier data movement and replication. Nevertheless, the most
important problem to deal with here is the potentially large size of datasets as well as
the poor performance of the communications in a wide-area network. Data filtering,
data replication and use of local datasets help to enhance the efficiency of data
mining applications on grid infrastructures.
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– Replicated data must be kept consistent. However, depending on the concrete ap-
plication, this constraint may be relaxed, in such way that solving the consistency
do not make worse the application performance.

– Authorized access to data resources, providing a controlled sharing of data within
a virtual organization. This implies the use of authentication and access control
mechanisms, in the form of access policies.

– One important feature in these systems is data discovery, which is a process that
consists of discovering data based on metadata attributes. In this sense, publication,
indexing and updating mechanisms are required.

– Both data preprocessing and analysis are basic in data mining applications. Related
to these phases, planning and scheduling issues arise. Planning allows the application
to be enhanced and adapted to existing resources. Scheduling is used for allocating
these resources to the data mining tasks.

In [5], Cannataro et al. define the Knowledge Grid as an architecture built on top
of a computational grid. This architecture extends the basic grid services with services
of knowledge discovery on geographically distributed infrastructures. The Knowledge
Grid services are organized in two layers: the core K-grid layer, which contains services
directly implemented on top of basic grid services, and the high-level K-grid layer, which
includes services used to describe and execute data mining processes.

Another different architecture has been proposed by Giannadakis et al. in [10], named
InfoGrid. InfoGrid is mainly focused on the data integration. This infrastructure includes
a layer of Information Integration Services, which enables heterogeneous information
resources to be queried effectively. InfoGrid provides data integration within the frame-
work of a data analysis process, and this is its major concern.

We propose a generic and vertical architecture based on the main data mining phases:
pre-processing, data mining and post-processing (see Figure 1).

All these data mining services use both basic data and generic grid services. Since
the deployment of every phase is independent of the rest, this architecture has as main
advantage its flexibility. Furthermore, whenever a data or generic grid service can be
used for a purpose, they will be used primarily. Only if the typical behavior of a service
must be modified, a specialized service must be placed at the Data Mining Grid Services
level, but implementing the same interface. Thus, data mining applications will become
portable to other grid infrastructures. Specialization Services are shown in the figure.
These are:

– SDFS, Specific Data Filtering Service: Due to the huge amount of data involved in
the process of data mining, filtering data is an important task, solved by means of
this service.

– SDRS, Specific Data Replication Service: One important aspect related to distributed
data is data replication. This service is responsible for managing it.

– SDCS, Specific Data Consistency Service: Its main purpose is maintaining the data
consistency in the grid.

– SDAS, Specific Data Access Service: This service is an adaptation of the DAI (Data
Access and Integration) Data Grid Service to data mining applications on grid.

– SDDS, Specific Data Discovery Service: This service improves the discovery phase
in the grid for mining applications.
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Fig. 1. Proposed Data Mining Grid Architecture

– SSx: We can define additional specific services for the management of other features
provided by the generic or data grid services. The architecture allows these services
be included without changes in the rest of the framework.

New services oriented to data mining application are included in the architecture.
For instance, PDS (Pattern Detection Service) is responsible for detecting data patterns.
Sx represents additional services, which are not provided by basic grid services.

Another advantage of defining a three-tier architecture is the possibility to modify
any one of the layers for any other technology. For example, it is possible to substitute
the set of services of the pre-processing phase by CORBA services, if for instance our
legacy system use this kind of technology. This way, different solutions can be integrated
for the resolution of the process of Data Mining.

6 Conclusions and Future Work

This paper has shown differents ways of making easier the data mining process in a
distributed environment. Many methods have been evaluated and we propose the Data
Mining Grid as an enhanced solution to this problem. The main advantage of Data Mining
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Grid is its adaptation to the requirements of an expensive data mining process. Firstly,
the huge amount of data that is necessary to analize in a data mining application can
be managed by means of data grids. Secondly, analized data is usually geographicaly
distributed and belongs to different organizations. Thus, it is very important that the
access policies are followed by every resource providers. Therefore, each provider could
select the dataview shown to each user. Different views cause different results in data
mining processes. Grid environments provides all the security infrastructure and the
management of the access policies. Finally, one of the most important point in a data
mining process is the data discovery and what actions it is necessary to do with each
kind of data, since they can be in different formats. Brokering and sheduling systems
implemented in Grids make possible the search of data and resources and the selection
of actions adapted to each data format.

In order to perform the Data Mining Grid, we have defined a vertical architec-
ture based on the main phases of data mining: pre-processing, data mining and post-
processing. This architecture is flexible and allows all the services to be adapted to the
data mining process, improving its performance.

As future work we aim to deploy a prototype to test our approach, by following the
guidelines of our proposed architecture.
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